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The talk will discuss integrable PDE related to immersed surfaces in $\mathbb{R}^3$. Classification of such PDE is a joint project with Hynek Baran.

Our expectations:

- obtaining lists of integrable classes of surfaces, as complete as possible
- identifying old cases (including well-forgotten ones);
- discovering new integrable classes/new integrable PDE.
Motivations

**Soliton PDE.** Around 1970, soliton theory started to bring new and powerful integration methods. Multiple intersections with differential geometry exist.


**Main Question** (answer still pending). Is a given system of PDE (related to geometry or not) integrable in the sense of soliton theory?
Definition

Given a system $\mathcal{E}$ of PDE in independent variables $x, y$, a Lie algebra $\mathfrak{g}$, a $\mathfrak{g}$-valued zero curvature representation for $\mathcal{E}$ is a form $\alpha = A \, dx + B \, dy$ with $A, B \in \mathfrak{g}$ such that

$$D_y A - D_x B + [A, B] = 0$$

as a consequence of the system $\mathcal{E}$.

Applications

– Zakharov–Shabat formulation of the inverse spectral transform,
– algebro-geometric solutions in terms of theta functions,
– Bäcklund/Darboux transformations,
– nonlocal symmetries,
– recursion operators and hierarchies of symmetries.
Example

The mKdV equation \( u_t + u_{xxx} - 6u^2u_x = 0 \) has an \( sl_2 \)-valued zero curvature representation \( A \, dx + B \, dt \) with

\[
A = \begin{pmatrix} u & \lambda \\ 1 & -u \end{pmatrix},
\]

\[
B = \begin{pmatrix} -u_{xx} + 2u^3 - 4\lambda u & 2\lambda u_x + 2\lambda u^2 - 4\lambda^2 \\ -2u_x + 2u^2 - 4\lambda & u_{xx} - 2u^3 + 4\lambda u \end{pmatrix}.
\]

Indeed, \( D_t(A) - D_x(B) + [A, B] = (u_t + u_{xxx} - 6u^2u_x) \cdot C \), where

\[
C = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\]

Here \( \lambda \) is a parameter (the spectral parameter).

**Problem.** How to tell whether a given nonlinear system has a zero curvature representation?
The method

Resources:


Normal forms:


Description of the method

Supposing $A, B, C_l$ to be in a normal form, the determining system

$$(D_y A - D_x B + [A, B])|_{\varepsilon} = 0,$$

$$\sum_{l,i} (-\hat{D})_1 \left( \frac{\partial F_l}{\partial u_l^k} C_l \right)|_{\varepsilon} = 0$$

has the following properties:

– is a system of differential equations in total derivatives;
– has the same number of unknowns as equations;
– is quasilinear in $A, B$ and linear in $C_l$;
– impossible to solve without computer algebra;
– solution algorithms are resource demanding;
– computation splits into cases to avoid division by zero
(a consequence of nonlinearity in $A, B$).
The spectral parameter problem


Problem. When a parameter can be incorporated?

Solution exploiting a symmetry group parameter:

D. Levi, A. Sym and Tu Gui-Zhang, preprint 1990


Local symmetries can be insufficient (NHNLS example); extended symmetries operating in classes of equations are necessary:

A cohomological solution

To solve the spectral parameter problem in a given Lie algebra:

1) compute cohomological obstructions, obtained when expanding the zero curvature representation in terms of the (prospective)
spectral parameter $A = \sum_i A_i \lambda^i$, $B = \sum_i B_i \lambda^i$

$$D_yA_0 - D_xB_0 + [A_0, B_0] = 0,$$

$$D_yA_1 - D_xB_1 + [A_1, B_0] + [A_0, B_1] = 0,$$

$$D_yA_2 - D_xB_2 + [A_2, B_0] + [A_1, B_1] + [A_0, B_2] = 0,$$

$$\cdots$$

2) compute the full zero curvature representation using the information obtained in the first step to cut off branches.


**Warning.** The solution could exist in a larger Lie algebra.
The classification project

We consider geometrically determined classes of surfaces, meaning classes determined by a single condition

\[ F(p_1, \ldots, p_k) = 0, \]

where \( p_i \) are differential invariants with respect to reparameterizations and euclidean motions (principal curvatures, their gradients, etc.).

We classify relations \( F = 0 \) such that

– the associated Gauss–Mainardi–Codazzi equations possess a zero curvature representation depending on a nonremovable (spectral) parameter;

– the zero curvature representation has a prescribed order \( r \) and takes values in a prescribed Lie algebra \( \mathfrak{sl}(n) \).
Weingarten surfaces

To start with, we focus on Weingarten surfaces, i.e., classes of immersed surfaces in $\mathbb{E}^3$ determined by a functional relation between the principal curvatures $k_1, k_2$.

**Examples.** All rotation surfaces; constant Gaussian curvature surfaces; constant mean curvature surfaces.

**Classification Problem.** Which functional relations $f(k_1, k_2) = 0$ determine an integrable class of Weingarten surfaces?

**Example.** Bonnet surfaces are surfaces that admit a nontrivial isometry preserving both principal curvatures. Bonnet surfaces are integrable, are Weingarten surfaces, but the functional relation $f(k_1, k_2) = 0$ is different for different Bonnet surfaces. Hence, Bonnet surfaces are not an integrable class of Weingarten surfaces.
The Finkel–Wu conjecture

Example. Any linear relation between the mean curvature $\frac{1}{2}(k_1 + k_2)$ and the Gauss curvature $k_1 k_2$:

$$ak_1 k_2 + b(k_1 + k_2) + c = 0$$

determines an integrable class (linear Weingarten surfaces).

Conjecture. The only class of integrable Weingarten surfaces are the linear Weingarten surfaces.


Preliminaries

Parameterized by the lines of curvature, surfaces \( \mathbf{r}(x,y) \) have the fundamental forms

\[
I = u^2 \, dx^2 + v^2 \, dy^2, \quad II = \frac{u^2}{\rho} \, dx^2 + \frac{v^2}{\sigma} \, dy^2.
\]

where \( \rho, \sigma \) are the principal radii of curvature, \( \rho = 1/k_1, \sigma = 1/k_2 \).

In the Weingarten case, \( \rho = \rho(\sigma) \), the Mainardi–Codazzi subsystem can be explicitly solved. The full GMC system then reduces to the Gauss equation alone.

Proposition. The Gauss equation of Weingarten surfaces can be written in the form

\[
R_{xx} + S_{yy} + T = 0,
\]

where \( R, S, T \) are functions of \( \sigma \).
A non-parametric zero curvature representation

The Gauss–Mainardi–Codazzi equations always possess a non-parametric zero curvature representation

\[
A_0 = \begin{pmatrix}
\frac{iu_y}{2v} & -\frac{u}{2v} \\
\frac{u}{2} & -\frac{iu_y}{2v} \\
\frac{2}{2} & -\frac{iu_y}{2v}
\end{pmatrix}, \quad B_0 = \begin{pmatrix}
-\frac{iv_x}{2u} & -\frac{i}{2u} \\
\frac{-iv}{2} & \frac{i}{2u} \\
\frac{iv_x}{2} & \frac{i}{2u}
\end{pmatrix}
\]

\((x, y \text{ label the lines of curvature}).\)

**Question.** Can we incorporate a parameter?

**Answer.** No, unless we impose a suitable additional condition.

**Problem.** Which geometric conditions \(F(\rho, \sigma) = 0\) imply integrability?
Results of the computation

Weingarten surfaces determined by an explicit dependence $\rho(\sigma)$ possess a one-parametric zero curvature representation if and only if the determining equation

$$
\rho''' = \frac{3}{2\rho^2} + \rho'\frac{\rho' - 1}{\rho - \sigma} + \frac{2(\rho' - 1)(\rho' + 1)}{(\rho - \sigma)^2}
$$

holds (the prime denotes d/d$\sigma$).

This equation has

- a general solution in terms of elliptic integrals;
- a number of special cases when the solution $\rho(\sigma)$ can be expressed in terms of elementary functions.

**Surprise.** All the special cases were known in the XIX century.

**Corollary.** The Finkel–Wu conjecture is false.
Solving the determining ODE

Two geometric 1-parametric groups of symmetries:

- scaling (changing the ruler) $\rho \mapsto e^T \rho, \sigma \mapsto e^T \sigma$;
- translation (offsetting, normal shift) $\rho \mapsto \rho + T, \sigma \mapsto \sigma + T$.

They help us to reduce the order by two.

The resulting 1st order ODE is separable.

The general solution $\rho(\sigma)$ is

$$\rho + \sigma = \frac{1}{m} \int_{m(\rho-\sigma)}^{\rho} \frac{1 \pm s^2}{\sqrt{1 + 2cs^2 + s^4}} \, ds.$$  

Here $m$ is a scaling parameter, the integration constant is an offsetting parameter, and $c$ is a “true” parameter.
Summary of the special cases

up to scaling and offsetting: $\rho, \sigma$ are the principal radii of curvature.

<table>
<thead>
<tr>
<th>relation</th>
<th>integrable equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho + \sigma = 0$</td>
<td>$z_{xx} + z_{yy} + e^z = 0$</td>
</tr>
<tr>
<td>$\rho \sigma = 1$</td>
<td>$z_{xx} + z_{yy} - \sinh z = 0$</td>
</tr>
<tr>
<td>$\rho \sigma = -1$</td>
<td>$z_{xx} - z_{yy} + \sin z = 0$</td>
</tr>
<tr>
<td>$\rho - \sigma = \sinh(\rho + \sigma)$</td>
<td>$(\tanh z - z)<em>{xx} + (\coth z - z)</em>{yy} + \csch 2z = 0$</td>
</tr>
<tr>
<td>$\rho - \sigma = \sin(\rho + \sigma)$</td>
<td>$(\tan z - z)<em>{xx} + (\cot z + z)</em>{yy} + \csc 2z = 0$</td>
</tr>
<tr>
<td>$\rho - \sigma = 1$</td>
<td>$z_{xx} + (1/z)_{yy} + 2 = 0$</td>
</tr>
<tr>
<td>$\rho - \sigma = \tanh \rho$</td>
<td>$\frac{1}{4} (\sinh z - z)<em>{xx} + (\coth \frac{1}{2} z)</em>{yy} + \coth \frac{1}{2} z = 0$</td>
</tr>
<tr>
<td>$\rho - \sigma = \tan \rho$</td>
<td>$\frac{1}{4} (\sin z - z)<em>{xx} + (\cot \frac{1}{2} z)</em>{yy} + \cot \frac{1}{2} z = 0$</td>
</tr>
<tr>
<td>$\rho - \sigma = \coth \rho$</td>
<td>$\frac{1}{4} (\sinh z + z)<em>{xx} - (\tanh \frac{1}{2} z)</em>{yy} + \tanh \frac{1}{2} z = 0$</td>
</tr>
<tr>
<td>$\rho - \sigma = - \cot \rho$</td>
<td>$\frac{1}{4} (\sin z + z)<em>{xx} + (\tan \frac{1}{2} z)</em>{yy} + \tan \frac{1}{2} z = 0$</td>
</tr>
</tbody>
</table>
**Surfaces of constant astigmatism**

The relation $\rho - \sigma = \text{const}$ was among the special solutions.


Popular among nineteenth-century geometers:


Astigmatism

A general reflecting or refracting surface exhibits two focuses in perpendicular directions at distances equal to \( \rho \) and \( \sigma \).

\[ \rho - \sigma \]


The difference \( \rho - \sigma \) is known as the *interval of Sturm* or the *astigmatic interval* or the *amplitude of astigmatism* or the *astigmatism*. 
The constant astigmatism equation

The constant $\rho - \sigma$ can be always reduced to 1 by rescaling the ambient metric. Then the Gauss equation can be put in the form

$$z_{yy} + \left(\frac{1}{z}\right)_{xx} + 2 = 0,$$

which we call the constant astigmatism equation.

The equation has obvious translational symmetries (reparameterization) $\partial_x, \partial_y$, the scaling symmetry

$$2z\frac{\partial}{\partial z} - x\frac{\partial}{\partial x} + y\frac{\partial}{\partial y},$$

which corresponds to offsetting, and a discrete symmetry

$$x \rightarrow y, \quad y \rightarrow x, \quad z \rightarrow \frac{1}{z},$$

which corresponds to swapping the orientation & taking the parallel surface at the unit distance.
Two third-order symmetries

One of them has the generator

\[ \frac{z^3}{K^3} (z_{xxx} - z z_{xxy}) \]

\[- \frac{3}{K^3} z^3 (z_x - z z_y) (z_{xx} - z z_{xy})^2 - \frac{2}{K^5} z^5 (9 z_x - z z_y) z_{xx} \]

\[+ \frac{1}{2K^5} z^2 (9 z_z^2 + 4 z_x z_y - z^2 z_y^2) (z_x - z z_y) z_{xx} \]

\[- \frac{2}{K^5} z^3 z_x (z_x - z z_y) (4 z_x - z z_y) z_{xy} + \frac{4}{K^5} z^6 z_x z_{xy} \]

\[+ \frac{3}{K^5} z^4 (5 z_x - z z_y) z_x^2 - \frac{3}{K^5} z (z_x - z z_y) z_x^4, \]

where \( K = \sqrt{(z_x - z z_y)^2 + 4z^2} \).

The other symmetry is obtained by conjugation with the discrete symmetry above.
A recursion operator

due to A. Sergeyev (private communication).
If $Z$ is a generating function of a symmetry, then so is

$$Z' = -z_y U + z_x V + 2z W,$$

where $U, V, W$ satisfy

$$D_x U = Z, \quad D_x V = W, \quad D_x W = D_y Z,$$

$$D_y U = W, \quad D_y V = \frac{Z}{z^2}, \quad D_y W = D_x \frac{Z}{z^2}.$$ 

In the pseudodifferential form:

$$Z' = -z_y D_x^{-1} + z_x D_x^{-2} D_y + 2z D_x^{-1} D_y.$$ 

Takes local symmetries to nonlocal ones.
Relation to the sine–Gordon equation

The focal surfaces of surfaces satisfying $\rho - \sigma = \text{const}$ are pseudospherical. Hence a relation to the sine-Gordon equation.

Let $w = \frac{1}{2} \ln z$. Determine function $\phi'$ and coordinates $\xi, \eta$ from

$$\cos \phi' = \frac{w_x^2 - e^{2w} - e^{4w} w_y^2}{\sqrt{(w_x + e^{2w} w_y)^2 + e^{2w} \sqrt{(w_x - e^{2w} w_y)^2 + e^{2w}}}},$$

$$\sin \phi' = -\frac{2e^w w_x}{\sqrt{(w_x + e^{2w} w_y)^2 + e^{2w} \sqrt{(w_x - e^{2w} w_y)^2 + e^{2w}}}},$$

$$d\xi = \frac{1}{2} \sqrt{(w_x + e^{2w} w_y)^2 + e^{2w}} \, dx + \frac{1}{2} \sqrt{(e^{-2w} w_x + w_y)^2 + e^{-2w}} \, dy,$$

$$d\eta = \frac{1}{2} \sqrt{(w_x - e^{2w} w_y)^2 + e^{2w}} \, dx - \frac{1}{2} \sqrt{(e^{-2w} w_x - w_y)^2 + e^{-2w}} \, dy.$$ 

Then $\phi'(\xi, \eta)$ is a solution to the sine-Gordon equation $\phi_{\xi\eta} = \sin \phi$. 
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The Bianchi transformation

Another solution of the sine-Gordon equation can be obtained from the other focal surface.

The two focal surfaces are related by the classical Bianchi transformation:

- Corresponding points have a constant distance equal to $\rho - \sigma$;
- Corresponding normals are orthogonal;
- The line joining the corresponding points is tangent to both focal surfaces.

The Bianchi transformation is, however, superseded by the classical Bäcklund transformation, where the condition on the angle between the normals is relaxed from being right to being constant. This probably explains why surfaces of constant curvature fell into oblivion.
**Inverse relation to the sine–Gordon equation**

An arbitrary pseudospherical surface can be equipped with a parabolic geodesic net. Involutes of the geodesics along the same starting line form a surface of constant astigmatism.

Let \( \phi(\xi, \eta) \) be a solution of the sine-Gordon equation \( \phi_{\xi\eta} = \sin \phi \).

Let \( \alpha, \beta \) be solutions of the compatible equations

\[
\beta_\xi = -\sin \alpha, \quad \alpha_\eta = -\sin \beta, \quad \alpha - \beta = \phi.
\]

Compute functions \( X, x, y \) from

\[
\begin{align*}
    dX &= \cos \alpha \, d\xi + \cos \beta \, d\eta, \\
    dx &= e^{-X} (\sin \alpha \, d\xi + \sin \beta \, d\eta), \\
    dy &= e^{X} (\sin \alpha \, d\xi + \sin \beta \, d\eta).
\end{align*}
\]

Then \( e^{-2X(x,y)} \) is a solution of the constant astigmatism equation.
Von Lilienthal surfaces

A special case of the Lipschitz solution

Von Lilienthal surfaces are (made of) involutes of meridians of the pseudosphere starting at the same ‘parallel’.

The pseudosphere itself is the involute of the catenoid.

All they are rotation surfaces:
- Catenoid = rotation of the catenary.
- Pseudosphere = rotation of the tractrix.
- Von Lilienthal surfaces = see the picture.
Weingarten’s ‘new class of surfaces’

Surfaces satisfying relation $\rho - \sigma = \sin(\rho + \sigma)$.


Covered in §§ 745, 746, 766, 769, 770 of


and §§ 135, 245, 246 of

L. Bianchi, “*Lezioni di Geometria Differenziale*,” Vol. I, II.

Darboux gave a general solution of the associated equation

$$(\tan z - z)_{xx} + (\cot z + z)_{yy} + \csc 2z = 0.$$  

He also gave a remarkable geometric construction, further developed by Bianchi.
**Darboux correspondence**

Darboux discovered a relationship with translation surfaces, further developed by Bianchi.

A *translation surface* is a surface that admits a parameterization \( \mathbf{r}(\xi, \eta) \) such that

\[
\mathbf{r}_{\xi\eta} = 0.
\]

Equivalently, \( \mathbf{r}(\xi, \eta) = \mathbf{r}_1(\xi) + \mathbf{r}_2(\eta) \). The curves \( \mathbf{r}_1(\xi) \) and \( \mathbf{r}_2(\eta) \) are called the *generating curves*.

Otherwise said, a translation surface is obtained when translating a curve along another curve. Translation surfaces are manifestly integrable if the curves are given by integrable systems of ODE.

A *middle evolute* of a surface consists of mid-points between the two focal surfaces.
Darboux–Bianchi theorem I

**Proposition.** Let \( \mathbf{r} \) satisfy
\[
\rho - \sigma = \sin(\rho + \sigma),
\]
let \( \xi, \eta \) be the common asymptotic coordinates of its focal surfaces. Then

(i) the coordinates \( \xi, \eta \) render the middle evolute \( \tilde{\mathbf{r}} \) as a translation surface, i.e., \( \tilde{\mathbf{r}}(\xi, \eta) = \tilde{\mathbf{r}}_1(\xi) + \tilde{\mathbf{r}}_2(\eta) \);

(ii) the generating curves \( \tilde{\mathbf{r}}_1, \tilde{\mathbf{r}}_2 \) have opposite nonzero constant torsion;

(iii) the normal vector \( \mathbf{n} \) to the surface \( \mathbf{r} \) at a point belongs to the intersection of the osculating planes of the generating curves \( \tilde{\mathbf{r}}_1, \tilde{\mathbf{r}}_2 \) through the corresponding point.
**Darboux–Bianchi theorem II**

**Proposition.** Let \( s(\xi, \eta) = s_1(\xi) + s_2(\eta) \) be a nonplanar translation surface. Assume that the generating curves \( s_1(\xi) \) and \( s_2(\eta) \) are of opposite nonzero constant torsion \( \tau \) and \( -\tau \), respectively. Denote by \( b_1 \) and \( b_2 \) the respective binormal vectors of the generating curves \( s_1(\xi) \) and \( s_2(\eta) \) and by \( \Theta = \arccos(b_1 \cdot b_2) \) the angle between them, \( 0 < \Theta < \pi \). Then the surface

\[
r = s + \frac{\Theta + c_0}{\tau \sin \Theta} b_1 \times b_2
\]

satisfies Weingarten’s relation

\[
\frac{\rho - \sigma}{c_1} = \sin \left( \frac{\rho + \sigma}{c_1} - c_0 \right).
\]

with \( c_1 = 2/\tau \).
**Geometric characterization**

The invertible offsetting transformation \( r \mapsto r + Tn \) preserves integrability in every reasonable sense of the word. Surfaces related by this transformation are said to be parallel. Either all are integrable or none is.

Parallel surfaces = normal surfaces to the same line congruence. Consequently, integrability is a property of this congruence and, therefore, must have an expression in terms of congruence invariants.

Normal congruences of Weingarten surfaces are known as \( W \)-congruences. Recall that a generic surface has two focal surfaces

\[
\begin{align*}
    r^{(1)} &= r + \sigma n, \\
    r^{(2)} &= r + \rho n.
\end{align*}
\]

each of which is formed by the evolutes of one family of the curvature lines.
Invariant characterization

The Gaussian curvatures are $K^{(i)} = \det \Pi^{(i)}/\det I^{(i)}$, $i = 1, 2$. We have $K^{(1)} = -\rho'/\sigma^2\sigma', K^{(2)} = -\sigma'/\sigma^2\rho'$.

It is convenient to choose

$$\kappa^{(i)} = \frac{1}{\sqrt{|K^{(i)}|}},$$

and

$$\gamma^{(i)} = ||\text{grad}^{(i)}\kappa^{(i)}||^{(i)} = \sqrt{I^{(i)}(\text{grad}^{(i)}\kappa^{(i)}, \text{grad}^{(i)}\kappa^{(i)})}.$$

**Proposition.** Under the condition $\gamma^{(1)} + \gamma^{(2)} \neq 0$, a Weingarten surface belongs to the integrable class iff

$$\gamma^{(1)}\gamma^{(2)} = \text{const}.$$