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Integrability of the PDE’s is closely related to degeneracy of dispersion laws (E.
Zakharov and E. I. Shulman (1980)). Say, integrability of the Davey—Stewartson
(DSII) equation

i(=1)0hq; + 0q; — Bjq; + 2qaeq; +vg; =0, j=1,2,
O — 851) = —40%(q1q2)
follows from identity 2(z* + w?) = (z — w)* + (2 + w)?, where z and w are any

commuting variables.
Let A, By and By be some arbitrary operators,

(0, By (10
B—(B27 O)émda—ag,—(o7 _1).

Then the above identity means that we have commutator identity
20[A%, B] = [A, [A, B]] + [Ao, [Ac, B]]
Let now B depends on three “times:” tq,t9, t3 as

B, =[A,B], B,=ilAo,B], B =ilA%, B]

3

then B obeys: 2ioB;, + (9le — (915223 = 0, i.e. linearized version of the DSII
equation.



Operator realization. Let operator B be x-dependent function of operator
A and impose condition, that B;, = B,. Taking By, = [A, B| into account we
get that

A=0,—1z, where z € C

In other words B is pseudo-differential operator

~ ~

BN = [ dpemBlaitp-Dfp). o) =5 [ e

which symbol B(x, z) is defined in the complex plane of the second argument:
reR, zeC.

Correspondingly, By, = i[(0, — iz)o, B, By, = i[(0; — iz)?c, B], so the symbol
B(t, z) has the form

B(t, Z) _ 62@t1z1m+2wtnge+2wt3(zlm—zRe)b<z)

where b(z) is off-diagonal 2 x 2 matrix depending on z only.



D-bar problem (dressing) Dependence of the symbol on the complex pa-
rameter z enables to associate to any operator F' with symbol F'(z, z) its d-bar

O(F(x,z2))
0z

derivative: OF with symbol . Now we introduce new operator as so-

lution of the following problem:
Ov =B,

normalized by condition that for z — oo
v=1+uA"+o(z),

where u is (2 X 2 matrix) multiplication operator. In what follows we assume
unique solvability of this problem. We introduce dependence of operator v on
times by means of the known time dependence of operator B: dv(t) = v(t)B(t).
Thus

5(th + VA) = (th + VA)B



This means that v, +vA = (A+X)v, where X is some multiplication operator.
Thanks to the asymptotic condition we get X = 0, so that

Vi = [A7 V]
Analogously we derive that
v, = t|Ao, V] — i[o, ulv

that thanks to v, = [A,v] can be written in the form v, + ivoA = ioy, +
iovA —i|o, ulv, that in terms of the symbols takes the form

v, (t, 2) + 2v(t, 2)o =iovy, (t, 2) + zov(t, z) —ilo, u(t)|v(t, 2)

Introducing the Jost solution as (¢, 2) = v(t, z)e "1 729" we get the two dimen-
sional Zakharov—Shabat L-operator

90152<t7 Z) =10 Y (ta Z) - ’i[U, u<t)] ¢<t7 Z)

In the same way we get @y, = 10 @y, —10 @y, +(i[o, u] —ious;, — ilo, w]) ¢



Discretization (Darboux transformation). Let besides t-dependence

By, =[A,B], B,=ilAo,B], By, =i|A%, B]

3

operator B depends on the discrete variable n: B(t,n). Let us denote B (n) =
B(n + 1) and let this dependence is given by means of the same operator A =
0, — 1z as

BW = (A —a)B(A—a)"!, where a is a constant diagonal matrix.

This means that with respect to n, t; and ¢ty we have difference-differential equa-
tion:

B! - B

1)

=io (B + B,)) +2i0BYa — 2icaB

and t3 is the continuous symmetry of this equation. Again we set: ovll) =
v BW 5o that

15)

OV (A —a)=vY(A—-0a)B

Then we derive that V(A — a) = (A — a + uy)v, where u; = ulV) — w.



In this way we arrive to the Lax pair:

SOtQ =10 Sptl _i[0-7 ’LL] ¥
oW = +Hu —a)p

and equation of compatibility for u = vdia8 4 gantidiag g

v,§21> — vy, = iavlff) +iovy, + 2io(w, — a)v — 2icv (w, — a)

. o .9
Wy, — 10w, = —2i00



Another realization of operators.It is reasonable to consider another real-
ization of operators. Let us start with Let we have a space of infinite sequences
f=Af(n)}, n € Z, and let T denotes shift operator: (T'f)(n) = f(n+1). For
any operator B in this space we introduce dependence on the discrete variable
m and two “times” t; and ¢ by means of the same relations as above:

BY=(A—a)B(A-—a)"', B, =[AB], B,=iAo,B], [a,0]=0

and we impose condition that BY = TBT 1. This means that now A = 2T +
a and we consider B to be function of operator A, ie., B is “pseudo-matrix”
operator in this space:

(Bf)(n) = 74 X B, 0f0), FiO =3¢ )

C|= 127T7/ el
Again we define operator v by means of the d-bar problem
Ov = vB, v=1+uAdl+o(z!), z— o0

The construction analogous to the above gives:

o, =M —(u1 — a) ¢

Py, = 10 go( ) _ (au(1> + (u + a)a) ©



Further discretization of this equation leads to the special case of the non-
Abelian Hirota difference equation:

u (u® — w4 ag5) + appu® + cycle{1,2,3} = 0
Here u denotes operator u(my, ms, m3) and
uM(m) = ulmy +1,me,ms), v (m) = u(my, mo + 1, ms),
ui(m) = u'(m) — u(m).

Constant operators ay, as, a3 mutually commute and a;; = a; —a;. This equation
is condition of compatibility of the system

o2 = oW 4 (@ — u 4 apy) e,
90(3) _ 90(2) 4 (u(?’) e + a23)907
90(1) _ 90(3) i (u(l) —u® 4 a31)907

so the Lax pair is any two of these equations.



In our approach this equation appears as commutator identity
(A—a1)(A—as)B(A—a1) "(A—ay) tara+ara(A—a3) B(A—a3) "t +cycle =0

where we assume that operator B acts in V ® W, and A — a; stands for A ®
I —1I®aj j=1,2,3 where A is operator in V', and a; in W. Introducing now
evolution by means of

BY = (A—a1)B(A - al)_17 BY = (A —az)B(A — a2)_17

B® = (A —a3)B(A —a3)™!

we see that B(m) obeys the difference equation

B™ay, + a13B® + B®ags + apsBY + B®ag) + a B =0,

)

or
Bisays + |a12, Bs] + Basags + |ags, B| + Bsiasy + |asi, By] = 0.

Dressing procedure of the type described above gives the Lax pair, as well as the
Hirota difference equation.



Limiting cases. The original linear equation
B"ayy + a13B® + B®ay; + apsBY + B®ag) + a5 B® =0,  a;; = a; — aj,

and evolutions become trivial in two cases: if a; — oo for some &, or if a; = a;
for some 7 # 7. Here we consider the first case: we substitute ap — zaj, where
x is c-number anad then for x — oo we get

1
B(k):ak[B——ath]akl+..., T — 00
T

where 9;, B = [Aa; ', BJ.



Limit a3 — 0o, as — 0o. The identity takes the form:
(axBay" — azBag")Vay + (a2By, — asBy,)" ~
— a2a33t2a3_1 + agagBt3a2_1 — alagBagl + alagBagl =0,
that is antisymmetric with respect to indexes 2 and 3. Now we have
BY =T,BT', By, =T\ +a)ay',B], B, =[(Ty+ai)az’, Bl,
Substitution: v(my, ta, t3) = u(maq, to, t3) — mya, Lax pair

ay, = YW + [awa™ — w]ep,
oy = W + o7 wa — w)y,

and equation:

(wa — ozw(l))t2 — (wa™" = a_lw(l))t3 + [wa — awV, wa™t — a twW] = 0.

where « is a constant operator.



Limit a3 — oco. The 1/x term gives identity
BWayy + az(BY — BY),, 4+ a;BY — 0, BY 4
+ agB( )a3 ay — CL3B( )aglal + algagBagl =0,
where
BY =T,BT;!, BY = (T, +ap)B(Ty +an)™", By, =T +a)as’, B,

so that O(vy, + v(Ty + a1)az') = (v, + v(Ty + a1)ag')B. Thus again taking
asymptotic into account we derive: v, + v(T1 + a1)as b= a; (T + aquaz® —
u) + a,)v. Finally for w(my, ma, t3) = u(my, ma, t3) — mia; — maas we get Lax
pair and evolution equation

U, = YV —wp,
P =W 4 (wy — wy )y,

(’LUQ — wl)t3 + ’wlz(’wg — ’LUl) + [wl, ’LUQ] = 0.



Highest Hirota difference equations. If we introduce, say, 4 discrete vari-
ables by means of

B(ml, mo, M3, m4) = (A — al)ml (A — ag)m2<A — CL3)m3<A — a4)m4B(. . .)_1

then this function obeys linearized Hirota equation with respect to any 3 of
variables my, ..., my4. But we can introduce higher evolutions:

B(my, ma,ms3) = (A —a))™ (A — ay)™(A* —a3)™B(...) "
In this way we get linear equation

Ag((al + ag)Al — (CLQ + ag)Ag) ((a1 — ag)Al — (CLQ — ag)Ag) =
= (a1 — az)A1A2<(a1 — a9)A1Ag + 2a1A1 — 2a5/\y), A;B = BU) _ B

and Lax pair



Equation:

(@ — D)y — @ (2) — 4,1
w® — o = (1) B2 (4,2 _ )1 _ (42— )B) (1) _ ,8)



